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Fokker-Planck-Kramers equation for a Brownian gas in a magnetic field
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In this work we give an alternative method to calculate the transition probability densities (TPD) for the
velocity space, phase space, and Smoluchowsky configuration space of a Brownian gas of charged particles in
the presence of a constant magnetic field. Our proposal consists in transforming, by means of a rotation matrix,
the Langevin equation of a charged particle in the velocity space into another velocity space where the
behavior is quite similar to that of ordinary Brownian motion. A similar strategy is also applied to the
phase-space. In consequence, in the transformed space both the Fokker-Planck and Fokker-Planck-Kramers
equations are solved following Chandrasekhar’s methodology. Our results are compared with those obtained by
Czopnik and Garbaczewski [Phys. Rev. E 63, 021105 (2001)].
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I. INTRODUCTION

The stochastic diffusion of a plasma across a magnetic
field arising from the fluctuations of the electric field
was first solved by Taylor in 1961 using a Langevin theoret-
ical description [1]. In the next year, the same problem
was solved by Kursunoglu [2] by making an extension to
Chandrasekhar’s [3] treatment of ordinary Brownian motion
in terms of an auxiliary matrix-valued function, which is not
a genuine transition probability density governing the veloc-
ity space and the configuration space. Almost forty years
later, the problem has again proved to be of interest to other
scientists, as shown in Refs. [4-8]. In particular, in Ref. [4]
the full description of the Brownian motion in the magnetic
field is given through the transition probability densities for
the velocity space, phase space, and the Smoluchowsky con-
figuration space. In this reference, the main results have been
obtained both by using some of Chandrasekhar’s strategies
as well as correlation matrices. On the other hand, in Ref. [6]
the fundamental solution of the Fokker-Planck equation for
heavy ions in a fluid and under the influence of a time-
varying electric field has been proposed by using other meth-
ods of solution. In Ref. [7], a general expression for the
transition probability densities (TPD) describing the aniso-
tropic diffusion across the magnetic field, produced by the
stochastic Langevin force, has been calculated by Holod
et al. (2005), through the Fokker-Planck formalism. In this
work, the case of isotropic diffusion [4,8] across the external
magnetic field arises as a particular case.

In this work we give an alternative method of solution for
a Brownian gas of charged particles in constant magnetic
field. Our proposal is different and simpler than those pro-
posed in the above references. It consists in making a trans-
formation, by means of a rotation matrix, to the Langevin
equation for a charged particle in the velocity space u, to
another velocity space u’, in which the resulting Langevin
equation is quite similar to that of the ordinary Brownian
motion. Thus, in this transformed velocity space, it is easy to
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construct and solve the associated Fokker-Planck equation.
By returning to the velocity space u, we obtain the same
TPD as that calculated by Czopnik and Garbaczewski [4] by
other method. The same strategy is applied to the Langevin
equation in the phase space (r,u) in such a way that, in the
transformed phase space (r’,u’), the Langevin equation will
also be very similar to the ordinary Brownian motion and
therefore easier to work with. The TPD obtained in the phase
space (r,u) can be decomposed in two independent transi-
tion probability densities, one describing the diffusion pro-
cess on the xy plane and the other along the z axis, which is
precisely the TPD for free Brownian motion. The planar
TPD is not exactly the same, but nevertheless very similar, to
that calculated by Czopnik and Garbaczewski.

The structure of this work is the following: In Sec. II, the
Langevin equation and its associated Fokker-Planck equation
for several variables are introduced in the manner of Risken
[9]. Both equations are also established when a transforma-
tion of variables takes place. Because our proposal is related
to the free Brownian motion, we briefly introduce the solu-
tion of both the Fokker-Planck and Fokker-Planck-Kramers
equations for this problem following Chandrasekhar’s pro-
posal. Our contribution starts in Sec. III, where we establish
the strategy to solve the Fokker-Planck equation of the
Brownian gas in the velocity space u. Similar strategy is
applied in Sec. IV to solve the Fokker-Planck-Kramers equa-
tion for the phase space. From the obtained TPD we calcu-
late the planar TPD in the Smoluchowsky configuration
space and in the velocity space. Conclusions are finally given
in Sec. V.

II. LANGEVIN AND FOKKER-PLANCK EQUATIONS FOR

SEVERAL VARIABLES
In Ref. [9] it has been well established that for N stochas-
tic variables {&=¢,,&,...,& the general Langevin
equations have the form (i,j=1,2,...,N)

where h;({&},1) and g;;({&},7) are in general nonlinear
functions of {£} and r. In the following we will use Einstein’s
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summation convention. The 1"]-([) are Gaussian random
variables with zero mean value and correlation functions

i)y =0, (LOF(t")=25,6t-1"). (2)
The Fokker-Planck or forward Kolmogorov equation for the
transition probability density P({x},z|{x'},t’) associated with

the Langevin equation (1), together with the property (2),
reads as (t=1')

E—@fmﬂA»+ Dﬂwﬂa 3)

at  \ dx Ix; 0x;

where D,({x},t) is the drift coefficient and D;;({x},?) the
diffusion coefficient defined, respectively, as

Di({x}.1) = h({x}.0) + gkj({x},t)ﬁixkg,-j({x},t), (4)

D;i({x},0) = gu({xt 0 g ({xh. 1), (5)
with initial condition
P({h,t'[{x'} ") = 6{x} = {x'}). (6)

Here &(1)=x; for k=1,2,...,N, represents the sharp value
of the variable &(¢) at time 7. If we multiply Eq. (3) by
W({x'},t") and integrate over x’ we obtain the Fokker-Planck
equation for the probability density W({x},?), i.e.,

ﬁw%~iMMﬂ+ Dﬁﬁﬂw ™

ot &xi (9)(:1' Jax ¥

The complete information of a Markov process is con-

tained in the joint probability distribution W,({x},#;{x'},t")
which can be expressed as

Wo(fah s }t") = P L )W ). (8)

If the drift and diffusion coefficients do not depend on time,
a stationary solution may exist. In this case, P can depend
only on the time difference r—¢', and we may write for
t=1' the joint probability distribution in the stationary state

Wy nsdx' L) = P = 1" (' LO) W (D). (9)

A particular case of Eq. (1) is the Ornstein-Uhlenbeck
[10,11] process, which is described by

&i=- 7ij§j+rj(t), (10)
with &-correlated Gaussian distributed forces
(Ti0))=0, T(OT{(t")=q;0t-1"), (11)

where the coefficients ¢;;=¢q;; describing the strength of the
noise do not depend on the variables & and v;; is a constant
matrix. For this type of process, the drift coefficient is linear
and the diffusion coefficient constant, that is,

Dl'=_’}ll'j‘xj7 Dij=Dj[7 (12)
where the matrix D; is also constant.
A. Transformation of variables

The Langevin equations are very convenient to calculate
the drift and diffusion coefficients if the variable transforma-
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tion is performed. If we introduce new variables &’ in Eq. (1)
such that

&=¢(g.n, (13)
then the Langevin equation in the new variables is
& =nl{&h0+ g1 (1), (14)
where
,_ 9§ 0§ ,_ 9§
hi=—+—_"_"h: &;=", 8y (15)
at - 9& &,

Hence, the transformed drift and diffusion coefficients
(writing x; instead of & in the argument) are given by

. [ ox] ax! #x!
Di = + kT Drk’ (16)
ot /. oxy dx, dxy,
ax; dx’
- —L—ip 17
VT gx, ox, " (7

where D; and D;; are given, respectively, by Eqs. (4) and (5).
The Fokker-Planck equation (7) is also transformed in such a
way that, for the new variables, it can be written as

=|-—D. +
ot x! (9)C, !

L

D W, 18
ﬁx; ﬁx; v ) (18)
where the transformed drift Di' and diffusion Di’j coefficients
agree with Eqgs. (16) and (17). The probability density W is
transformed as W =JW=W/J', where J is the Jacobian of
the transformation defined by

J = d"xld"x" = |Det(dx;/ox;)| = 1/J" = 1/|Det(x//dx;)

(19)

and d"x and dVx' are the volume elements.

B. The Fokker-Planck equation for free Brownian motion in
the velocity space

The three-dimensional Brownian motion for the velocity
u(7) in the absence of external force is the simplest form of
Eq. (10) and it is given by

i=-Bu+Al), (20)

where —fSu is the systematic force representing the dynami-
cal friction. The components of vector A(z) satisfy the same
properties as that of Eq. (11), but

(ALDA1") = 28,01 -1'), (21)

g being the noise intensity given by g=BkzT/m. If this pa-
rameter is absorbed in the function g;;, then it can be shown
that drift and diffusion coefficient read as

D;=- Bu,, D= 51517' (22)

The Fokker-Planck equation for the transition probability
density of the velocity conditioned by initial data u, at time
to=0, i.e., P(u,r|uy), as required by Eq. (3) is
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or /3'9( P) + azp Bdiv,uP +qVP, (23)
—=L—(y —P=L(div,u R
(9[ aui ul q{?2 Vll q u

1
where the operator div, and the Laplace operator Vi act with
respect to the velocity coordinates. The transition probability
satisfies the initial condition

lim P(u,z

t—0

ug) = & (u—uy)

= Ouy — ug;) uy = ugy) Sus — ug3).  (24)

Following Chandrasekhar’s proposal [3], the general so-
lution of Eq. (23) is connected with its associated first-order
equation, i.e.,

JP .
(9—t—,8d1vu uP=0. (25)

The general solution of this first-order equation involves the
first three integrals of the Lagrangian subsidiary system

i=-pAu. (26)
The required integrals are therefore
ue” =u, =1, = const. (27)
So, the solution of Eq. (23) is then given by

1 ( ﬁ|u—u0e‘3’|2)
[2mq(1 - 28 BP2 P\ 2q(1 -2 )

P(u,t

u)) =

(28)

As the time f—oc this probability density becomes the
Maxwellian distribution, i.e.,

2
m|ul >’ 29)

m \32
P(u) = exp| —
2mkgT 2kgT

which corresponds to the stationary distribution.

C. The Fokker-Planck-Kramers equation for free Brownian
motion

The stochastic differential equation for free Brownian
motion taking into account the position r=(x,y,z) and the
velocity u=(u,,u,,u,) is

r=u,

i=—Bu+A(), (30)

where A(r) satisfies the same properties given in Sec. IT A.
This set of six stochastic differential equations can be written
as the Ornstein-Uhlenbeck process (10), in such a way that
the drift matrix Y and the diffusion matrix D are given by
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000-1 0 0
000 0 -1 0
000 0 0 -1

Y= , 31)
000 8 0 0
000 0 B8 0
000 0 0 B
000000
000000
000000

D=
000g¢00
0000g¢0
00000 g

In this case we have the vector {x}=(x;,x,,x3,%4,X5,%c)
=(x,y,z,ux,uy,uz). From Eq. (3) we construct the Fokker-
Planck-Kramers equation in the absence of a external force
for the transition probability P(r,u,f|uy,r,) governing
the probability of the simultaneous occurrence of the veloc-
ity u and the position r at time ¢ given that u=u;, and
r=r, at t=0, which can be written as

wr__ 9 P+,3i P+ iP (32)
ot ax Pyt T g2
or
IP
SRLE VP = Bdivy(uP) + gV2P. (33)

The initial condition (6) in this case will be

lim P(r,u,tjuy,ry) = & (u—uy)8(r —ry). (34)

t—0

Again, following  Chandrasekhar’s  proposal, the
solution of Eq. (33) is connected with the solution of the
first-order equation

oP
o +u-V.P-Bdiv,(uP) =0. (35)

The general solution of this equation can expressed in terms
of six independents integrals of the Lagrangian subsidiary
system
r=u, (36)
namely

uef' =1, r+pglu=1, (37)

where the constants I; and I, are defined as I;=u, and
L=ry+ 3 'u,. If we define P(R,S)=P(r,u,t|u,,r,), where

Uy -
R=r-ry——(1-¢#),
B

S=u-uye”, (38)

then the general solution of Eq. (33) can be expressed in the
form
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1
87 (FG - H»)?
(- (F|S|>-2HR - S + G|R|2))
X ex s
2(FG - H?

PR,S) =

(39)
where

F= %(2/3; _ 3+ de Pl g2,

G=—(1-e?M),

4
B

q
F

FG — H? = (ab — h?)e™ P, (40)

(1-eP)?,

together with the parameters

2
a=2%t, b=%(e2B’—1), h=B—621(1—eB’). (41)

The transition probability P(R)= P(r,t|r,,u,) governing
the probability of the position r at time f, given that the
particle is at roy with a velocity u, at =0, can be calculated
through the integral

P(R) = P(r,t|ry,u,) :J P(R,S)dS. (42)
After some algebra the result is
B2 )3/2
P(r,tr, =
(rlro, o) (27Tq(2[3t —34de P 2B
Blr —ro— B lug(1 - ™)
Xexp| — & 20 )
2g(2Bt =3 +de P — ¢72PY)
(43)
For large times such that B8t>> 1, it reduces to
P(r.tlro.up) ('r'“y) (44)
r,frply) = —— =, -,
8= 4D “P\T 4Dy
D being the Einstein’ diffusion constant given by

D=q/ B=kgT/mp.

III. THE FOKKER-PLANCK EQUATION FOR A
CHARGED PARTICLE IN A MAGNETIC FIELD

The Langevin equation (20) can be adapted to the case
of diffusion of charged particles (Brownian gas) in the
presence of a constant magnetic field that acts upon particles
via the Lorentz force. In this case the corresponding
Langevin equation is [2,4]

U=-Bu+—uXB+A(), (45)
mc

where e denotes the charge of the particle of mass m and
A(r) satisfies the same properties as that given in Eq. (21).
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We assume for simplicity that the constant magnetic field B
is directed along the z axis of a Cartesian reference frame,
that is B=(0,0,B) with B a constant. In this case the above
equation can also be written as

u=-Bu+Wa+A(), (46)

where W is a real antisymmetric matrix given by

0 w O
W=[-w 0 0|, (47)
0

w=eB/mc being the Larmor frequency. To establish the
Fokker-Planck equation associated to Eq. (46), this last one
must be written as

u=-Au+A(), (48)

where A now reads as

A=

(= SHE o)

-w 0
B 0] (49)
0 B

Equation (48) is a coupled system of equations in the plane
(uy,uy) and independent from the coordinate u,, for which
the corresponding evolution equation is the Langevin equa-
tion of the ordinary Brownian motion. The drift and diffusion
coefficients are

LA

Dij=q5i" (50)

and therefore the associated Fokker-Planck equation is
ap
P divy(AuP) + gViP. (51)

To solve this equation by following Chandrasekhar’s idea we
require to solve the first-order equation of Eq. (51)
without the Laplacian term, which involves the Lagrangian
subsidiary system

u=-Au, (52)

together with the required first integrals

ue=uy =1, = const. (53)
However, such a solution is not easy to calculate because the
resulting equations are also a coupled system. To solve this
problem we propose the following strategy. If we make the
change of variables u’'=¢™""u, then the Langevin equation
(46), in the new velocity space, takes the very simple form

' =-pu’ + R (A, (54)

where R(r)=e™" is an orthogonal rotation matrix given by
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cos wt sin wt 0
R(f)=|-sinwt coswr 0 ]. (55)
0 0 1

in such a way that R7(r)=R~!(¢), i.e., the transposed is its
inverse and therefore R~'(r)=¢"". As we can see, the Lange-
vin equation (54) is the same as that of the free Brownian
motion except by the factor R~'(f) multiplying the noise
A(?), which amounts to a rotation of the noise A(z). We can
observe immediately from Eq. (54) that the drift and the
diffusion coefficients are

D} = q(R™ ()R ()= 6. (56)

As we can see, the diffusion coefficient D/; gives the same
result as that given in Eq. (50) because (R‘l(t)),-k(]ﬁ(‘l(t))jk
= 6;. The interesting point that we can remark from this re-
sult is the following: the term R~'(#)A(¢), which represents a
rotation of the noise A(z), has the same statistical properties
as A(r) if this last one satisfies the property (21), being the
reason why Di’j is the same as D;;. This fact physically means
that the rotation matrix with elements sin wt and cos wt has
been absorbed by the noise A(r) and therefore such oscillat-
ing functions will not appear any more in the diffusion con-
stant of the associated Fokker-Planck equation. On the other
hand, the drift and diffusion coefficients given in Eq. (50)
can also be derived from the transformations (16) and (17).

The Fokker-Planck equation for the transition probability
density of the velocity conditioned by initial data u/, at time
1o=0, i.e., P'(u’,t|uy), is then

!

P
gzﬂdivur(u,l)’)'Fquzl,P’. (57)

Because P’ =JP, in this case it can be shown that the Jaco-
bian is J=1. Then the initial condition for P’ also satisfies

lim P'(u’,t
t—0

uf) = &’ - up)

= Oluy = ugy) uy = ugp) Sus = ugs),
(58)
the same as in the ordinary Brownian motion. The solution
of Eq. (57) is connected with the solution of the associated

first-order equation, which involves the first three integrals of
the Lagrangian subsidiary system

u'=-pu’, (59)
which are
u'eP' =u) =1 = const. (60)

Finally, the solution of Eq. (57) reads as
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1

Pl ! t ! -
e P e
pl i )
X - /. 61
exp( 26](1—6_2&) ( )

Returning to the variables u, we first notice that
0’ — w2 = [~ uge ][~ uge ] = ju - e,
(62)

where A is the same as in Eq. (49). Therefore, in the u
velocity space the transition probability density is given by

1
P02 =P
_ At 2
Xexp(_ —lj:(l i e—;JBOJ).)’ (63)

which is exactly the same as that calculated by Czopnik and
Garbaczewski [4] by other method. Also, in the long-time
limit, it reduces to the Maxwellian distribution

~ m 3/2 m|u|2)
P(u)_(zkaT> eXp<_ 2T ) (64)

Since the process is Markovian, then Eq. (63) can be easily
extended to the case of arbitrary 7y=¢'#0. For this case
P(u,t|u’,t") can be derived by substituting anywhere 7—¢’
instead of ¢ and u’ instead of uy, where u’=u(t’') (here we
must not confuse this w' with the transformation of variables
defined earlier). In the stationary state the joint probability
density W,(u,z;u’,t') may be expressed by the product of
the aforementioned transition probability and Eq. (64). So,
for both t=1¢' and r=1¢’, it can be written as

! 1) — i 3;
W(u.ru'.r') = (2776]) [(1 —e’zﬂ"_tll)]m

( B[|u|2_2u_ure—A\t—t’|+ |u’|2])
Xexp| — ; .
2¢(1 - e 2Bl |)

(65)

This joint probability density uniquely determines a station-
ary Markovian stochastic process for which we can calculate
various mean values. For instance, the mean values of the
velocity components u;() for i=1,2,3 are equal to zero, that
is,

(u,(t)) = fw u;P(u)du=0. (66)

The matrix of the second moments (velocity autocorrelation
functions) reads

(u,-(t)uj(t’))=J u,-uijZ(u,t;u',t’)dudu', (67)

with i,j=1,2,3. For instance, the autocorrelation function of
the x component of the velocity yields

041117-5



J. 1. IMENEZ-AQUINO AND M. ROMERO-BASTIDA

(g (D, (1)) = %e-ﬁ\f-f\cos olt—1'|, (68)

with the same expression for the y component. On the other
hand, the z component satisfies the usual expression for free
Brownian motion, i.e., (us3(us(t'))=(g/B)eP="'l.

From these autocorrelation functions, the mean square
displacement (MSD) for the position components
[r=(r,,r,,r3)=(x,y,z)] can easily be calculated if the par-
ticle starts at time =0 at r=r( with the velocity u=u,. The
X component is

1—e™),

2
b )r-iu—e-w)—

N2\ _
((Ax") >_2D<w2+,82 BA2

q_
ﬁA%(
(69)

where D=gq/B*=kzT/mfB, which is consistent with the
value of the Einstein’s diffusion constant, A;=8-iw, and
A,=pB+iw. The same result is obtained for the y component.
The z component reads

(A7) =2Dt - %(1 —eP. (70)

An analysis of large times (Br>>1) shows that the MSD
across the magnetic field is

BZ
((Ax)?) =((Ay)*) = 2D< e ,82>t’ (71)
and along the magnetic field
((Az)*) =2Dt, (72)

where D=q/B*=kyzT/mp is the Einstein’s diffusion constant.
Equations (71) and (72) agree with those calculated by Kur
sunoglu.

IV. THE FOKKER-PLANCK-KRAMERS EQUATION FOR
A CHARGED PARTICLE IN A MAGNETIC FIELD

A. General TPD through the Fokker-Planck formalism

In phase space the diffusion of charged particles in the
absence of external force can be described by the following
set of stochastic differential equations

r=u,
u=-Bu+ WVu+A(r), (73)
or
r=u,
u=—Au+A(). (74)

The Fokker-Planck-Kramers equation associated with the
system (74) is then
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aP
PRLE VP = divy(AuP) + gV2P. (75)

Proceeding as in the previous section, the first-order solution

may be expressed in terms of six integrals of the Lagrangian

subsidiary system

r=u. (76)

These integrals are
ueM=1,, r+Au=1I,, (77)

where now I,=uy, I,=ry+A~'uy, and A~! is the inverse of
matrix A given by

B 1)
w2+B2 w2+,32
_ B
A= _w2fﬁ2 7 0| (78)
0 0 1
B

However, as before, the integrals (77) lead to a set of coupled
equations which are not immediate to solve. To proceed fur-
ther, we propose to transform the Langevin equations (73),
given in the phase space (r,u) to another phase space
(r’,u’) in which the resulting Langevin equations are very
similar to those of ordinary Brownian motion. This can be
achieved if we define ' =u’ in such a way that

w=¢ ", =V, (79)

In this case Eq. (73) is transformed into

' =-Bu+RE)TA®), (80)

which correspond to a set of decoupled stochastic differential
equations in the transformed phase space and are very simi-
lar to those of free Brownian motion. Then, as in Sec. II, the
drift matrix Y’ and the diffusion matrix D’ associated with
Eq. (80) are exactly the same as that given in Eq. (31). So,
the Fokker-Planck-Kramers equation is

(QP’ : ! ’ !
?+u' -V P =Bdivy(u'P )+qV121,P . (81)

Again, as in the ordinary Brownian motion, the Lagrangian
subsidiary system associated with the first-order equation
without the Laplacian term of Eq. (81) is

u=-pu, '=u, (82)
and their corresponding six integrals are
uef =1, r+p =1L, (83)

where Ij=u/, and I;=ry+ B 'u,.

Before proceeding, we must establish the transformation
which makes the connection between the representations
(r,u) and (r’,u’) and which is also consistent with the trans-
formation (80). The desired transformation can be obtained
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with the aid of Egs. (77) and (83), together with the trans-
formation u’=e¢~"fu, such that

r'=8"eVA(r- L) + L. (84)

If we use this result together with the transformation for u’
in Egs. (16) and (17) we obtain the same drift Y’ and diffu-
sion D’ matrices as those given in Eq. (31). Under these
circumstances, if we define P'(R’,S")=P'(r',u’,t|uy,r)),
then the solution of Eq. (81), with the initial condition

lim P'(r',u’,fju),r)) = S’ —u)) (' —r)), (85)
t—0

can be written in the same form as Eq. (39), i.e.,

1

P/ RI’SI —
( ) 87 (FG — H)?
(- (F|S'|*-2HR’ - S’ +G|R’|2)>
X exp > s
2(FG - H?)
(86)
where now
uooo
R =r'-r,——(1-¢P),
° B
S’ =u’' —uje ™, (87)

and the parameters F, G, and H are the same as in Egs. (40)
and (41).

Returning to the transition probability density P we use
the fact that PdSdR=P’'dS’dR’, where the volume element
transforms as

dSdR = JdS'dR’, (88)

J being the Jacobian of the transformation and therefore
JP=P'. It can be shown that J=J¢/;, where

Js = [Det(aS/3S})| = 1/Jg=1/|Det(S;/3S,)|.  (89)
Similarly

Jr = |Det(dR/0R;)| = 1/J = 1/[Det(dR;/R))|.  (90)
Then, J=JgJg=1/JoJp=1/J". The explicit form of these

transformations can be calculated if we first observe from
Eq. (87) that

S'=u'—uge =", (o1)
where we define

Arg,. (92)

For R’ we use Eq. (84) to show that

S=u-e¢

R =t —r)- %(1 — ey = ¢ VAR, (93)

with
R=r—rO—Qu0, (94)

and Q=A""(1-¢™). It can be shown, from Egs. (91) and
(93) that
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2, Q2
o+
Js=1, Jg= 2B ’
B
and therefore P=JyxP’. On the other hand, if we define the
vectors on the xy plane as S=(S;,S,) and R=(R,,R,), then
S=(S,S;) and R=(R,R5), where S; and R; are the z compo-
nents of the vectors S and R, such that S3=u,—ug,e™ and
Ry=z-29— B up,(1-e7P), with uy.=u,(0) and zy,=z(0).

From these definitions, the vectors S and R can be written as

(95)

S=ti-eMi, R=F-T,- 0, (96)

where Q=A-1(1 —e‘K’), with the matrices

B w
_ -® . 0+ B P+
A:('B ) A= P p . (97)
o B w B
w2+B2 (1)2+ﬂ2
Under these circumstances, it can be shown that
IS'[*=|S)*=[S|? + 53, (98)
R'[2= o[R[?+ RS, (99)
S’~R’=§-ﬁ+%(§xl~l)z+s3R3, (100)
where  (SX ~R)z:(SlR2—S2R1) is the z component

of the cross product and &=(w?+B%)//3%. Substituting
Egs. (98)-(100) into Eq. (86) we can verify that the
TPD for P can be written as the product of two
independent transition probability densities, that is

P(R,S)=P(R,S)P,(z.u,.1

Up,,20), Where

-~ ~ A

PR,S)=—F—"—-
(R.S) 47(FG - H?)

_ (F|§|2_ 2HR§ + 2(%)}1@ <R+ 5G|f{|2>

X
xp 2FG - H?)

(101)

corresponds to the planar TPD which describes the diffusion
process on the xy plane and

1
PZ(Z’szl MOZ’ZO) = [4772(FG—H2)]1/2
FS%—2HR;S; + GR?
Xexp(— 3 : 32 3>, (102)
2(FG - H?)

is the TPD which describes the diffusion process along the z
axis and is the same as that of the ordinary Brownian motion,
as expected. From Eq. (101), we can calculate the spatial
transition probability density P(R)= P(F,t
the integral

T(,1,) through
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P(R) = f P(S.R)dS. (103)
After a long but straightforward algebra it reduces to

1
27(D,B)(2Bt -3 + 4e P — ¢72P")
[F T, - O,
Xexp| — & “pn )
2(D,/B)(2Bt =3 + de™P' — 72FY)
(104)

ﬁ(’i",tﬁo,ﬁo) =

where D,=D[?/(w*+ 8?), which corresponds to a normaliza-
tion of the diffusion constant D. For large times such that
Bt>1, it immediately reduces to

=2
(47D,1) eXp(_ rf4Dr(;| ) (105)

ﬁ(’i",lﬁo,ﬁo) =

The MSD for the x and y components can also be calculated
from Eq. (105), with a result identical to the expression
given by Eq. (71), that is,

2
wfi Bz)r. (106)

U,) can also be obtained from the

(A% =((Ay)?) = 2D<

Evidently, ﬁ(g) =P(u,t
integral

P(S)= f P(S,R)dR, (107)
with the result

1
[27g(1 - 77/ ]

P(u,t

) =

% ( fi- e VGf ) (108)
exp| -—————/,
P\"2g(1- e

which corresponds to the planar TPD for the velocity space.
Clearly, Eq. (63) can also be written as the product of two
independent TPD; one is the TPD (108) and the other is

1
qu) =

P, tlug,) =
Ao tl0) = [ T = ]2

(. — ug.e™P)?

2¢(1 —6_25’)/,[3)’ (109)

Xexp(—

corresponding to the ordinary Brownian motion.
In the following section we will show that the general
TPD (101) is equivalent to the joint probability distribution

(JPD) }3(~R,§) of the vectors R and S defined above.

B. General planar JPD through the correlation matrix
formalism

The interesting point of the general expression (101) is
that, although very similar, it is not the same to the calculated
by Czopnik and Garbaczewski. To show this argument, we
will use the same strategy used by these authors to calculate
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the planar JPD 13’(l~{’ ,§’), where now the vectors R’ and S’
are defined on the x'y’ plane, that is f{'=(Ri,R£) and S’
=(8],5,), and have the same expressions as that given by Eq.
(87), i.e.,

~1

-~  _ .,
R' =T -T)—— (1-¢),
B

S =0’ - ”. (110)
We can easily see from Eq. (80) that
t
§':e‘ﬂtf PN (s)ds, (111)
0

l'irz_lg—le—ﬁtf eﬁfg'(s)dﬁﬁ-lf A'(s)ds, (112)
0 0

where K’(t)=]§‘1(t)g(t), which corresponds to the rotation

of the noise A(f), and R™!(¢) is a 2 X 2 rotation matrix with-
out the third row and the third column of matrix given in Eq.
(55). Both vectors S’ and R’ correspond to Gaussian distri-
butions, each one with zero mean value. Therefore the planar
JPD is given by

1

o I
PR'.S)=———exp| = => ¢lxu; |,
RS = @ o eXp( 22, i x’xf>

(113)

where C=c;;=(x;x;) is the matrix of variances and covari-
ances, such that the variable x=(x;,x;,%3,X4)
=(R}|.R}.S}.S}) presents a vector in the four-dimensional
phase space and ci_j1 represents the components of the inverse
matrix C~!. From Eq. (111) it can be shown that

G =(S|S)=(8}8}) = %(1 —P), (114
while ($]55)=(S55{)=0. From Eq. (112) we have
F=(R|R})=(R\R}) = %(23:- 3+ deFt - 21
(115)
and (R{R;)=(R5R{)=0. We also show that
! o A4 q —
H=<R131>=<R252>=E(1—€ ﬁt)z (116)

and (R]S;)=(R;S])=0. Thus, the covariance matrix C=c;;
reads as

) (117)

T o Q
o Q o
S M o X
N o X o

and its inverse matrix will be

041117-8



FOKKER-PLANCK-KRAMERS EQUATION FOR A...

F 0 -H 0

, FG-H)| 0 F 0 -H
TE= . (118)

detC \-H 0 G 0

0 -H 0 G

where det C=(FG-H?)?. Therefore, the planar JPD of Eq.
(113) can be written as

DD Qry _ 1
P'R.S )_4712(FG—H2)

~(FIS'?-2HR’ - S’ + GR/|
Xexp > ,
(FG-H")

(119)
which is exactly the same as that of ordinary Brownian mo-
tion with parameters F, G, and H the same as those given by
Eq. (40), as expected. To return to the planar JPD P(R,S) we

follow the same algebra given before. So, according to Eqs.
(91) and (93), the vectors S” and R’ can also be written as

S =", (120)

R’ =¢ VAR, (121)

where S and R are the same as those given in Eq. (96) and W

is the 2 X 2 antisymmetric matrix, i.e., without the third row
and the third column of matrix given in Eq. (47). In this case
it can easily shown that [S’|% |R’[%, and R’-S’ are, respec-
tively, the same as those given by Egs. (98)-(100) without
the components S; and R;. Also P=J ,'f’ and therefore, Eq.

(119), is transformed exactly to the same planar JPD ﬁ(ﬁ,g)
given by Eq. (101). This TPD is very similar, but not equal,
to that calculated by Czopnik and Garbaczewski. The main
difference between both probability densities is the expres-
sion of the determinant of matrix C, which accounts for the
variance of those TPD’s. In our proposal det C=(FG—H?)?,
which is exactly the same as that of the ordinary Brownian
motion, and therefore the parameters F, G, and H do not
contain the periodic functions sin wt and cos wt because they

have been absorbed by the noise term K(t), as it is effec-
tively corroborated in Egs. (114)—(116). Furthermore, in Eq.
(101), the factor wH/B multiplies the cross product (§
XR),. On the other hand, in Ref. [4], det C=(fg—h>-k2)>,
where g=G, but the parameters f and & are not respectively

equal to our parameters F' and H due to the periodic func-
tions appearing in f and h. The k parameter also contains
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such periodic functions, but it does not appear in our pro-
posal because of the absorption of such periodic functions by
the noise. Thus, & is an independent parameter in our pro-

posal which multiplies the cross product (S X ﬁ)z appearing
in the JPD of Ref. [4]. From the above arguments we can
point out the following: when we make w=0, it can be
checked that both TPD’s reduce to the planar TPD of ordi-
nary Brownian motion, as expected. In this case the param-
eters f, g, and h will be the same as those given in Eq. (40)
together with k=0.

V. CONCLUSIONS

In this work we have shown that, with the change of
variable u’=¢~""u, we can transform the Langevin equation
(46) into a set of independent equations for u’, as shown in
Eq. (54). This last equation is practically the same as that of
ordinary Brownian motion except by the term R~!(r)A(z),
which is nothing but a rotation of the noise A(r). However,
as we have shown, this rotating noise has the same statistical
properties as that of A(z) and therefore such a rotation does
not change the statistical properties of the original results, as
can be seen by comparing the expressions (50) and (56).
Because of this fact, the TPD for the velocity space u is
easily calculated through the Fokker-Planck equation, as
shown in Sec. III. Following the strategy of this last section,
we calculate the TPD for the phase space (r,u), which is
decomposed into the product of two TPD’s, one given by Eq.
(101) which describes the diffusion process across the mag-
netic field, and that given by Eq. (102) which describes the
diffusion process along the magnetic field. The planar TPD
given in Eq. (101) has also been calculated by the method
used by Czopnik and Garbaczewski, in order to compare
with that calculated by these authors. Thus, our conclusion in
this case is that both TPD’s are similar, but not equal. Our
proposal, as well as that in Ref. [4], are two different
methodologies to describe the same physical problem.

Finally, our proposal can be extended to the study of the
influence of a time-varying electric field and thus compared
with the results of Refs. [5,6]. It also seems to be possible to
apply our method to study the anisotropic diffusion across
the magnetic field as studied in Ref. [7].
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